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 › This study advocates for the development of 
a European AI ecosystem, supported by a 
sovereign data marketplace and federated 
learning. The proposed approach aims to 
bolster Europe's technological sovereignty in 
the AI era by outlining a blockchain-based 
vision for "AI Made in Europe."

 › Digitalization and Data: Leveraging the 
technical synergies of AI and blockchain 
allows businesses to collaborate in a manner 
compliant with data protection regulations. 
This is increasingly crucial given the growing 
digitalization of the economy and heightened 
legal requirements for data management, 
particularly within the European Union (EU).

 › Enterprises: Start-ups and small to medium- 
sized enterprises (SMEs) stand to gain signifi-
cantly from the synergetic relations of AI and 
blockchain. These business entities have 
traditionally faced high market barriers and 
costs related to data protection and AI train-
ing, which has limited their ability to capital-
ize on the economic potentials of artificial 
intelligence when compared to larger corpo-
rations.

 › Digital Data Marketplace: The combined 
use of blockchain and AI applications can 
facilitate the creation of decentralized digital 
infrastructures. These infrastructures can be 
utilized by individuals, start-ups, or compa-
nies to collaboratively train AI models and 
use their results or even trade on their data 
processing algorithms without necessarily 
revealing the contents of this data, therein 
ensuring privacy and data compliance. Such 
digital data exchanges can be managed by 
individual or corporate actors, promoting the 
establishment of publicly accessible data 
markets.

 › Use Cases: Potential applications for digital 
data marketplaces based on blockchain and 
AI include data utilization in healthcare, the 
development of smart cities, industrial AI 
applications e.g. for improving machine pro-
duction processes, and the use of mobile 
devices for AI training. Additional areas of 
application could be the metaverse and the 
traceability of data to verify compliance with 
AI regulations.

At a Glance
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Preface

The German economy in general, and particu-
larly the SME sector – the backbone of society 
– is increasingly facing the challenge of keeping 
pace in AI-enhanced global competition. In addi-
tion to many factors, the need for effectively 
integrating technological innovations into com-
pany operations plays a significant role. How-
ever, the adoption of new technologies often 
involves significant personnel or resource 
expenditure and is not feasible for many SMEs. 
Also, the German startup scene is confronted 
with difficulty in facing the latest technological 
developments. Meaningful and necessary regu-
lations on data protection and the development 
of digital products limit the enthusiasm for inno-
vation, increase operational costs for young 
companies, and correlate with the exit of ideas 
and investments to other economic zones.

As this report shows, future technologies 
such as AI and blockchain offer promising 
foundations to support startups and SMEs 
within the EU in their technological goals and 
to enable data-protection-compliant collabora-
tions. Thus, they have the potential to trans-
form collaboration and efficiency between 
companies in the EU and the German eco-
nomic area and allow startups and SMEs to 
effectively participate in the economic potential 
of artificial intelligence.

The authors discuss new and potentially 
transformative technologies that could enable 
the implementation of a comprehensive and 
collaboratively designed data economy, follow-
ing the model of European regulation. Pioneer-
ing in this context is the idea of creating decen-
tralized digital infrastructures based on the 
synthesis of blockchain and AI, which individu-
als, startups, and companies alike can use to 
collaboratively train AI models and utilize these 
models results, or even exchange algorithms 
for data processing, without necessarily dis-
closing the contents of their own data.

Data protection-compliant AI development 
"Made in Europe and Germany" has the poten-
tial to become a hallmark of the German econ-
omy and to increase global competitiveness. 
With the solutions described, the technological 
maturity of the German industry and its "hid-
den champions" can be leveraged to enable 
developments based on high-quality data for 
startups and other companies. This can create 
an energetic ecosystem in Germany that bene-
fits from the unique niche-leadership position 
of German SMEs and enables young startups 
to tap the competitive advantages of building 
on top of large, and distributed, and accessible 
AI infrastructures.

For Germany, it is now important to be 
creative and innovative in finding new path-
ways in the face of the current AI revolution. 
The solutions suggested in this report, are in 
the interest of the technological sovereignty of 
the European and German economy and thus a 
direct response to the objectives of the Euro-
pean Data Strategy and the EU AI Act, as well as 
the Federal Government's Data Strategy of 2021.

Prof. Dr. Isabell Welpe
Chair for Strategy and Organization
TUM School Of Management
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In recent years, blockchain and Artificial Intelli-
gence (AI) have been among the top trending 
topics in the tech sector. Often mentioned with 
other ‘techie’ buzz-topics such as the Metaverse, 
the Internet of Things, Crypto Assets and Digital 
Tokens they are understood by many to consti-
tute the next phase of our digital economies. 
While blockchain has become increasingly popu-
lar since the release of the Bitcoin Whitepaper 
by anonymous author (or authors collective) 
Satoshi Nakamoto in 2008, AI has become a 
buzzword the latest with the release of web 
application ChatGPT in late 2022 and, likely, will 
stay trending for the years to come. Estimated 
to reach a valuation of $420 billion USD by 2025 
[1], total market size of the AI-based economy is 
expected to grow somewhere between $1,6 - $2 
trillion USD by 2030 [1], [2]. And Statista predicts 
the global blockchain technology market to 
grow from $5,85 billion USD in 2021 to USD 
$1,235 trillion by 2030.

While these estimates should be taken with 
a word of caution, they do however speak to the 
enormous transformative potential that is 
expected to come from the implementations of 
blockchain and AI alike. At the core of this trans-
formation is each technology’s unique capacity 
to process or store data in new and innovative 
ways. As the following pages will outline, AI is 
essentially an excellent response to process the 
ever-growing amounts of data that constitute 
digitalized societies at the early 21st century, 
turning this data into human-readable content. 
While blockchain technology has been imple-
mented in its current form to enhance consen-
sus, communication, and trust between (mostly) 
pseudonymous third parties on the internet.

However, while the setup of blockchain 
technology is comparatively cheap, the success-
ful development of AI models as well as their 
successful application is a cost-intensive 
endeavor. Recent estimates state that each 
training cycle of OpenAI’s popular GPT-3 model 
has cost at least $5 Mio. USD [3], while complet-
ing model production required more than $100 
Mio. USD of investments [3]. These costs are 

increasing with growing capabilities, and hence 
training complexity, of AI models [4]. Therefore, 
while large digital platform companies (such as 
Google, Apple, Facebook, Amazon, Microsoft 
(GAFAM)) are already preparing for the ‘biggest 
revolution since the invention of the internet’ 
[5], [6], [7], it remains an unsolved question how 
individuals, e.g. everyday internet users and 
citizens, as well as organizations with stronger 
budgets constraints, e.g., Small and Medium 
Enterprises (SME), can find avenues to partici-
pate in and be empowered by the next innova-
tion wave of the digital economy [8].

As this report will outline, the successful 
implementation of blockchain as part of AI infra-
structures could help to mitigate this effect of 
platform-centric AI and help to empower users, 
as well as smaller and medium size businesses 
and startups alike to collaboratively participate 
in the emerging AI-economy. For example, AI, a 
technology that is currently designed to operate 
in a rather closed-off, corporately-owned set-
tings, could be produced in a more distributed 
and collectively shared and collaborative setting; 
while at the same time, blockchain can enhance 
AI systems by adding transparency, reliability, 
and equal access to digital infrastructures, addi-
tionally providing tools to trace ownership and 
assign authenticity to digital data, therein help-
ing to establish advanced forms of trust within 
our digital environments.

At the same time, emphasizing the poten-
tial of blockchain and AI towards envisioning 
collaboratively shared digital infrastructures 
will need to be accompanied by a shift in how 
we think about data. Unfortunately, it appears 
that we have become used to thinking that 
user-centric data can be owned by corpora-
tions and governments, only. Subsequently, the 
question what would happen if each and every 
one of us could share and trade our data has 
gained increasingly less attention in the past 
years. Still, in the midst of the current AI revo-
lution we could (and maybe should) take this 
question even further and possibly ask: what 
could happen if we used commonly owned and 
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sourced data to feed AI models, which, also, 
would be commonly owned and shared? In 
embracing data within this new paradigm, we 
could initialize a debate that offers moving 
from “Big Data” to “Shared Data” [9]. Therein 
emphasizing the need for collaboration and 
participation in the digital value creation chain 
of our democratic societies.

As Alex Pentland, director of the MIT Con-
nection Science initiative, argues, in working to 
think of data as commonly shared and accessi-
ble resource, we should also emphasize the 
fact that data is increasingly emerging as a new 
asset class; similar to how oil has been under-
stood as driving the economies of the 20th 
century.i At the same time, and in a positive 
opposition to oil, data has the benefit that it 
does not deplete itself through usage. In fact, 
in being shared, compounded, and re-utilized it 
can keep on adding value over time; possibly 
working to train the AI models that could drive 
future visions of a digital commons. Quoting 
Mr. Pentland again, “data is now central to the 
economy, government, and health systems, so 
why are data and the AI systems that interpret 
the data in the hands of so few people? Com-
munities without data about themselves and 
without the tools to use their data are at the 
mercy of those with data and tools” [9].

So far, the European Union has proven to 
be strong in understanding the potential eco-
nomic and social imbalances that data can 
cause, if left unchecked in the hands of a few, 
powerful third parties, and has worked towards 
finding effective ways to regulate and frame 
these emerging technologies. In outlining a 
European Data Strategy in 2020 [10], the EU 
Data Act in 2024 [11], as well as the issuing of 
the AI Act in 2023 [12], the EU has therein 
established important foundations for a Euro-
pean vision of the Internet. The former 

i In this sense, data has become a new essential factor of production, which can be con-
sidered as valuable as other resources that drive our economies, such as maintaining a 
skilled workforce and being able to draw upon financial capital [9].

document therein asserts the importance of 
European Data Spaces - genuine data markets, 
open to data from across the world [10, p. 4] 
- that provide an “open, fair, diverse, demo-
cratic, and confident” [10, p. 2] environment, 
while ensuring trust and personal privacy laws 
as defined by the GDPR [13]. On the other 
hand, the EU’s AI Act provides a comprehensive 
regulatory framework for emerging AI technol-
ogies, therein emphasizing the importance of 
data regulation compliance, as well as data 
governance, record-keeping, transparency, and 
access control [14].

As we will outline in this report, the combi-
nation of blockchain and AI can help to realize 
this new vision of shared data, by fostering 
technology that is decentralized, commonly 
shared, and distributed. Usage of these tech-
nologies could therein support the EU’s goal to 
reach a share of the global data economy by 
2030, that “at least corresponds to its economic 
weight” [10, p. 2]. If well sourced, the combina-
tion of blockchain and AI might therefore offer 
a strong foundation to empower the collective 
of European societies.

Also, for Germany, a nation whose eco-
nomic success is based on its “hidden champi-
ons”, Small and Medium-Size Enterprises who 
have secured themselves a position as world 
leaders in their respective business and industry 
niches, the creation of such infrastructure could 
be promising. Normally, for many SMEs the 
creation of an internally sourced AI-model is 
usually overly cost-intensive, while simultane-
ously, the usage of centralized AI models, such 
as ChatGPT cannot be interpreted as fully com-
pliant for securing corporate confidentiality. 
Additionally, many SME’s do not have sufficient 
data, as well as expertise, in building internal 
solutions to maintain effective AI-model infra-
structures. As stated earlier, if larger and more 
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globalized corporations are increasingly able to 
source their own AI models for production, 
while smaller corporations and startups are 
being left behind, this might result in a produc-
tivity gap, causing economic deficits for those 
nations who are not catching up with the rapid 
pace of AI-innovation and -enhancement.

Highlighting the mutual benefits of block-
chain and AI to empower individual users, as 
well as smaller and medium size businesses 
inside the EU, this report will then begin with a 
description of the core technologies in ques-
tion. It will start with an initial and brief 
description of blockchain and AI technologies 
and highlight their historical context, in order 
to illustrate how these technologies have come 
to emerge as effective mediators for the many 
communicative crises our societies find them-
selves in today. Therein, we will discuss the 
central features and innovations that block-
chain and AI do bring to the table. In this sense, 
this initial chapter will provide a brief summary 
and overview of the key technologies and inno-
vations behind the latest bust in contemporary 
AI models, while at the same time showcase, 
how shortcomings in these models could possi-
bly be approached by innovations in the block-
chain sector. We will therein avoid discussing 
the technological specifications of blockchains 
in too much detail, as many of these have 
already been approached in the KAS innovation 
report #4 on tokenization [15]. 

The second chapter will focus more closely 
on the ways in which the essential affordances 
of both technologies in question can be utilized 
and merged in order to produce digital infra-
structures that could truly help us in establish-
ing a shared data economy, as well as to 
advance European ideals of equality, privacy, 
and civic participation. Here, we will specifically 
focus on discussing how the combination of 
blockchain and AI could open the unique oppor-
tunity to establish a European Data Space. This 
would imply the establishment of open and 
publicly owned data marketplaces, distributed 
machine learning infrastructures, and the clear 

assignment of authorship and subsequent 
rewarding of individual data contributions that 
could be made possible on top of distributed 
digital architectures that are powered by merg-
ing blockchains with AI. 

The third chapter of this report will pro-
vide a deep dive into the technological founda-
tions that would make such Data Exchanges 
possible, specifically discussing how a type of 
Machine Learning technique called Federated 
Learning could be implemented, to enable 
individual users and businesses to collaborate 
with their data, without compromising their 
digital privacy. Additionally, we will briefly dis-
cuss how the technologies in question could be 
applied in future industry application scenarios 
such as the Metaverse and the establishment 
of trustworthy forms of AI.

As we will see throughout this report, 
many of the technologies discussed are still 
under development – therefore finding con-
crete avenues for their implementation will 
need to be approached as a work in progress. 
We also cannot stress enough the importance 
of including diverse perspectives and a consid-
erate approach into the establishment of the 
next phase of digital infrastructure early on, 
as many current implementations of our digi-
tal spaces have the unfortunate tendency to 
replicate bias and segregation [16], [17], [18], 
[19]. A tendency that, among other crucial 
elements to consider, operates counterintui-
tive to democratic ideals, including principles 
of equal access and fairness. The last section 
of this report will therefore provide a sum-
mary of our findings as well as a critical dis-
cussion of future avenues to consider, in 
order to re-emphasize the possible technical 
as well as social issues that come with the 
development of the technologies mentioned 
in this report. In closing our argument, we will 
offer concluding thoughts and avenues for 
future exploration that could help to produc-
tively implement blockchain and AI as part of 
our shared digital infrastructures.
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1.1 — Technological Foundations of Block-
chain and AI

Visions of machine-simulated forms of intelli-
gence can be traced to have captivated human 
imagination for many centuries. From its early 
beginnings manifesting in the idea of Golems 
[20], [21] – mechanical entities composed of 
clay and magic –more contemporary, popular 
examples are the 18th century’s Mechanical 
Turkii, 19th century Mary Shelley’s Frankenstein 
Monster, or 20th century’s R2D2 and C3PO 
(Star Wars). Nevertheless, truly functional 
models, able to automate or simulate human 
thought, have been works of science-fiction for 
a long time. While, by early 2024 their possibili-
ties and advancements are debated non-stop. 
Given these recent advancements in AI 
research and the immense success of AI-Chat 
Bots, such as OpenAI’s ChatGPT, Anthropic’s 
Claude, and Google’s Gemini, they increasingly 
seem to become central features of our daily 
collective experiences. Considering the latest 
buzz around AI tech, it therein seems notewor-
thy to mention that still, today’s AI models do 
not really “think” in the ways in which we are 
used to think about the meaning of this word. 
Rather, they refer to a subset of mathematical 
functions in order to compute the likeliness of 
outcomes, the preciseness of which is so close 
to our own conceptions of the world that we 
are likely to compare the output of their 
mechanics to patterns of human thought.

ii A mechanical chess machine, that claimed to operate similar to modern chess computers. 
While, in fact it was operated by a small human hiding inside its casing playing against the 
outer opponent.

Unsurprisingly, the technology behind what 
modern models are doing is so intricate and 
exciting in its possibilities that questions of 
when we will achieve AI models fully capable 
of modeling complex human thought, often 
referred to as Artificial General Intelligence (or 
AGI), have become increasingly more frequent 
in the last years. While discussions of the possi-
bilities of AI and predictions of future impact 
are at an all-time high (s. Figure 1), we believe 
that any AI-maximization discourse should be 
taken with a word of caution.

Already today, there exists a growing 
shortage in energy [24] as well as graphic pro-
cessor supply [25], [26], both central resources 
needed to power the current generation of 
highly-compute intensive AI models. Concerns 
around energy shortage, while keeping climate 
goals in check, are so strong that, for example, 
Microsoft is already discussing investing in 
their own nuclear strategy to power future AI 
growth [27]. At the same time, it seems clear to 
many observers of these new technologies, 
that the coming advancements in the field of AI 
will have a tremendous, and most likely, trans-
formative impact on our everyday lives.
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Figure 1
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Understanding the art and science behind creat-
ing (both, simple and sophisticated) AI models 
is a process that would cover multiple books. 
Nevertheless, the following pages will aim to 
provide a general understanding of their core 
mechanics; possibly highlighting their potential 
shortcomings whenever appropriate. To begin 
with, we would need to emphasize that Artificial 
Intelligence and Machine Learning, while often 
used interchangeably, are not necessarily one 
and the same thing. Artificial Intelligence is gen-
erally concerned with the building of systems 
“that simulate intelligent behavior” [28, p. 1]. 
While Machine Learning, in fact, is a subfield of 
AI research that is particularly concerned with 
the question of how mathematical models, data, 
and algorithms can be utilized to mimic pro-
cesses of human thought [29]. 

Both of these concepts are not new in the his-
tory of science and have been around in their 
current meaning at the least since the 1950s 
[30]. However, what had changed in this time-
frame are the intricacies of the models. Early 
machine learning models were able to compute 
simple processes, as for example finding the 
shortest route between two points A and B in a 
given field [30], [31], or quickly skimming 
through a larger database, e.g., a phonebook, in 
order to find the single contact with the name 
“Jane Doe” as quickly as possible. The capacities 
of modern machine learning models have 
moved far beyond that and are now running on 
neural networks; digital data pipelines that are 
designed to mimic the operations of neurons in 
the human brain. These models are usually 
trained by enabling the neural network to bal-
ance its processes of meaning making by itself. 
Therefore, they include an interesting twist: As a 
part of model composition is targeted to allow a 
given models to train itself, no one today truly 
knows how the completed models work in 
detail [28, p. ix].
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The functional logic of neural networks and 
successes of subsequent innovations, like 
ChatGPT, stand witness to the fact that con-
temporary advancements in AI research have 
managed to simulate human cognitive pro-
cesses much more closely than many machine 
learning proponents in earlier phases of AI 
development - at least until the implementa-
tion of the World Wide Web in the 1990’s and 
the subsequent vast amounts of data being 
generated - had thought possible [30]. Being 
the essential innovation behind this success, 
neural networks are a type of machine learning 
model that is designed to simulate the learn-
ing structure of the human brain. In simple 
terms, it is mimicking the way in which biologi-
cal neurons send signals to each other [32]. To 
“learn”, neural networks rely on large amounts 
of training data, which they process in order 
to improve the accuracy of their output over 
time [32], [33]. The process of training neural 
networks over many iterations, with the goal 
of improving their accuracy and to achieve 
effective outputs, is then called “Deep Learn-
ing”. Deep Learning trained Neural Networks 
(s. Figure 2) are widely considered the most 
powerful and advanced machine learning 
models to date and are popular in everyday 
use-cases [28, p. 1]. 

iii For a detailed overview of the various kinds of data generative AI models are able to pro-
cess, we recommend Prince [28, p. 6].

In their essence the high quality of their out-
put is powered through a multi-layered classi-
fication process, designed to identify, and 
describe intricate patterns and objects in the 
data. These objects can represent any type of 
“real world” input, which subsequently gets 
converted into human-readable output by the 
model. Deep Learning Model use-cases are for 
example, the translation of text from language 
A (say, German) to language B (say, French) 
(e.g., as implemented by the German StartUp 
Deepl.com), the transcription of recorded 
audio-content into written text (e.g. as exem-
plified by the Berlin-based Startup Speech-
Text.AI), or, in a more advanced case, the con-
version of textual input into images that are 
generated by the model (as exemplified by 
OpenAI’s Dall-E, or the GenAI project “Stable 
Diffusion”, whose underlying algorithm was 
conceived at LMU in Munich).iii
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A popular example of how pattern detection in 
Deep Learning Networks (or ‘Deep Neural Net-
works’) operates, is exemplified by the Deep-
Dream software. DeepDream was released by 
Google engineer Alexander Mordvintsev in 2015 
[34]. Figure 3 shows a sequence of images cre-
ated by DeepDream [35]. In this particular 
example the model was trained to identify pat-
terns of dogs and, subsequently, deliberatively 
overclocked in order to achieve a ‘dreamlike’ 
outcome for any given picture the model pro-
cesses [36], [37]. While the top of the three pic-
tures showcases the original depiction of three 
Moon Jellyfish in water, the middle picture high-
lights the output of dogs the model had “identi-
fied” after about 10 iterations. The last picture 
highlights the number of dogs identified after 
50 iterations in total. 
Despite its overclocked output algorithm, 
DeepDream is a good example to highlight the 
essential strengths and, at the same time, big-
gest weaknesses of Deep Learning models. As 
the middle section and last picture in Figure 3 
show, Deep Learning models are excellent in 
detecting human-readable patterns in large 
amounts of seemingly unstructured data. While 
at the same time, they can be “overtrained” 
using highly homogenous or insufficient quality 
data samples in order to detect data patterns 
where there are none.iv The creation of effective 
Deep Learning models is therefore extremely 
dependent on ensuring that sufficient diversity 
in training data, as well as that quality of input is 
ensured for the model to function effectively, 
while minimizing bias.

iv The Deep Dream software therefore creatively utilizes the effect of Deep Learning models 
“hallucinating” (making up patterns to fit uncertainty) to create visually appealing, ‘psyche-
delic’ imagery.

The above-mentioned examples show that 
Deep Learning models represent a fundamen-
tal change in how the computation of data can 
be performed. Most of our online applications 
to date, have been written line by line in a 
given programming language; usually, by one 
or many (human) programmers. Deep Neural 
Networks, however, create their own structural 
patterns (or code) in order to compute data as 
input, and to predict the likelihood of outcomes 
as output. While previous software was 
designed to compute by executing lines of code 
of a human programmer, neural networks are 
now actually able to compute themselves [38]. 
They have become self-executing agents, able 
to perform advanced tasks in problem solving 
and predictions, and subsequently able to sim-
ulate processes which previously have been 
unique to the realm of human cognition. 
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Figure 3
Source: [35].

Deep neural network

The original image (top) after applying ten (middle) and fifty 
(bottom) iterations of DeepDream, the network having been 
trained to perceive dogs and then run backwards.
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In this sense, they represent a shift from what 
was previously referred to as Software 1.0 to 
Software 2.0, and subsequently a shift in the 
ways our digital economies might be struc-
tured and executed in the future. Software 2.0 
then represents the paradigm that algorithms 
will increasingly be able to write and develop 
themselves, whereas the production and feed-
ing of data into the algorithm will become 
increasingly more relevant [39], [40]. As a con-
sequence, the role of the Software engineer 
might begin to shift from a producer of code 
lines that compose a program (Software 1.0), 
towards more of a Data Architect, who is feed-
ing data and insights into AI models in order to 
produce accurate prediction outcomes (Soft-
ware 2.0). Naturally, programming by lines of 
code will not become entirely replaced in 
future software development processes but 
might increasingly be handled by the AI itself 
(current ChatGPT models are already very good 
at producing code output for simple programs). 
Instead, software applications will come to be 
able to rely on predictions and increasingly 
more humane interfaces (as exemplified by 
Advanced AI chatbots, such as Claude, Bard, or 
ChatGPT). While their effectivity and perfor-
mance will be less bound to the clear set of 
instructions a programmer has provided, but 
increasingly by the amount and quality of data 
that gets integrated into the model, in order to 
provide effective outputs, reduce bias and the 
risk for hallucinations, and to provide predic-
tions that are ever more accurate representa-
tions of our actual world.

As stated previously, a likely consequence of 
this dynamic will be that high-quality input of 
data is becoming more important than ever for 
the effective and productive functioning of 
machine learning models and their surround-
ing software applications. Thereby, the effec-
tive functioning of our societies and perfor-
mance of our market economy will come to 
depend on models that are accurate, use 
high-quality and representative data, and are 
well-trained. Subsequently, data does not only 
operate as a new resource in the 21st century 
(“data is the new oil”), but it also represents a 
new means of production to enhance social life 
and business. 
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Unfortunately, this vision comes with a caveat: 
the data economy models that are widely 
used nowadays are designed to collect and 
hoard data on the centralized server-infra-
structures of digital platform providers [5]. 
While the producers of data, internet users 
and citizens of a nation, are usually excluded 
from the process of value extraction [5]. How-
ever, if users and citizens are the producers of 
their data, and as data is going to become a 
central driver for effective market growth in 
the 21st century, the value extraction of this 
data should become a lot more diversified and 
designed to benefit those users and their 
communities as a whole. Running future AI 
models on highly centralized infrastructures, 
will likely imply that the power of these AI 
models remains concentrated in the hands of 
a few, mostly, corporate actors. Among other 
factors, this could cause growing social ine-
quality, induced by a gap in performance and 
opportunity of access between individuals, 
startups or smaller businesses, and large cor-
porations [8]. Additionally, in the current tech-
nological landscape the creation of models is 
highly expensive and requires vast amounts of 
data, both factors, which only very large cor-
porations can afford to date. However, if only 
a few organizations can afford development 
and ownership of this powerful technology, 
they can also control how it will be deployed 
in the future, effectively holding the potential 
power to overly influence the mindset and 
decisions of many of its users [41]. The down-
sides of these forms of highly centralized 
power have already been exemplified in the 
past. For example, when in 2012, then Face-
book Inc. (Meta) experimented with over 
680,000 users’ News Feeds, to identify if 

negative or positive content would effectively 
affect their emotional state [42]. Or, e.g., when 
Amazon has been accused to allegedly lever-
age its market power by deterring sellers to 
offer lower-priced products on non-Amazon 
retail websites, while driving them to raise 
prices on Amazon by charging high fees [43]. 
One instance among several that have led to 
the U.S. government file an anti-trust lawsuit 
against Amazon at the end of 2023.

Lastly, governments will want to ensure 
that the data of their own citizens is kept safe 
and in respect of privacy laws. Past scandals 
like Cambridge Analytica have illustrated 
clearly how abuse of personal data can be 
weaponized to attempt and change political 
outcomes and campaigns. Establishing safe 
and locally owned AI models could subse-
quently ensure independence of these critical 
infrastructure for any societal and economic 
zone, as well as respect the autonomy and 
data privacy of citizens. One way to mitigate 
these risks, could be approached by rethink-
ing how we can design machine learning mod-
els that are collaborative, fair, and structured 
to effectively gather data for advanced appli-
cations and AI modelling purposes. The fol-
lowing pages will provide a review of how the 
merging of AI technologies with blockchain 
could present an appropriate step in this 
direction.



22

Understanding Blockchain and AI1 —

1.2 — Synergies of Blockchain and AI

With historical origins in the field of cryptogra-
phy and the cypher punk scene, blockchain as 
a technology has gained widespread popularity 
with the introduction of Bitcoin, by its anony-
mous inventor (or inventors collective) known 
under the alias Satoshi Nakamoto [44]. In its 
essence, blockchain can be understood as a 
technology that allows the establishment of 
consensus between actors that do not neces-
sarily know each other or are not in a position 
to trust each other. It does so, by introducing a 
distributed network architecture that records 
each interaction between these actors in an 
immutable database, therein effectively replac-
ing the need for a middleman and offering a 
form of social exchange that has often been 
referred to as ‘trustless’ communication. As 
stated above, the previous Token Study [15] 
had already provided an essential deep dive 
into the technological specifications of block-
chain technologies, which is why this report will 
aim to avoid discussing these specifications in 
depth. However, we would like to point out the 
essential features of blockchain technology 
that are relevant for the subject of this report. 
We will provide a brief introduction of each of 
these features in the following:

Decentralization 
One of the core design features of (public) 
blockchains is their distributed approach to 
communication (s. Figure 4) [45]. In this dis-
tributed setting the blockchain is composed of 
a multitude of nodes, which ensure synchronic-
ity and stable information exchange across the 
network. Users can therefore communicate 
directly with each other or send blockchain- 
based assets (more below), eliminating the 
need for a middleman [46]. In comparison to 
established online platform architectures, such 
as Google, Microsoft, Facebook, etc. block-
chain-based architectures allow for a more 
egalitarian access to online infrastructures and 
provide the possibility to tokenize assets on the 
chain. Consequently, users can be compen-
sated for their activities, or, as in the original 
Bitcoin use-case, use the network to transfer 
online currency for general payments and 
value storage.
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Centralized vs. Decentralized  
Network

Decentralized

Figure 4
Source: Adapted from [45]. 

Centralized
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Security & Immutability 
Its origins in cryptography research have pro-
vided blockchains with the advantage of main-
taining high degrees of security on-chain. At its 
core, each transaction on the chain is verified 
and secured by all nodes in the network. Sub-
sequently, transactions and their timestamps 
are stored in the node as write-only, which 
provides the data entry with immutability once 
verified. As each node keeps a copy of each 
transaction and allows for changes only if a 
majority of nodes in the (decentralized) net-
work record this change, blockchains are 
regarded as tamper-proof [47]. As they can 
only be modified if a given attacker gains con-
trol over more than 50% of nodes in the net-
workv. Blockchains are also able to draw on 
strong cryptographic methods during their 
transactions, which adds another layer of data 
security [50], [51]. However, as many popular 
blockchains keep their databases with public 
reading access, and every node operator usu-
ally keeps a copy of the entire database of 
transactions, additional modifications to the 
system are required in order to ensure full data 
privacy for individual users or use-cases [51]. 
We will discuss these caveats in more detail in 
subsequent chapters.

v  This threshold accounts for Proof of Work blockchains. For comparison to an alternative 
consensus system, such as Proof of Stake, we recommend [48], [49].

Traceability
One of the core advantages of using block-
chains to store information, is that, due to its 
sequential form of information processing and 
storage, every data point gets assigned a 
unique set of identifiers. On the one hand, 
these identifiers allow traceability and verifia-
bility of information that is stored on-chain. For 
example, the originator (or ‘author’) of a given 
dataset can be identified and validity for infor-
mation can be assured. At the same time, this 
feature of traceability allows for understanding 
how information flows on the network; subse-
quently, data abuse and leakage can be quickly 
identified, and overall risk of theft is decreased.
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Privacy
While Blockchain in its early days has been her-
alded as protecting the anonymity of its users, 
research, as well as recent developments and 
studies have shown that full privacy and anony-
mous use of blockchains is not fully granted in 
many cases [51]. One reason for this is that the 
above-described features of traceability and 
transparency in data transactions, also imply 
that with sufficient data and IT knowledge, the 
originator of a given transaction can be traced 
and possibly identified. To mitigate this effect, 
advanced encryption algorithms are available, 
which, due to their own inherent complexity, we 
cannot fully discuss in this report. For further 
reading, we recommend [52], [53]. 

One of the core tenets of many technologically 
founded discussions concerning blockchain, is 
then the idea that its affordances can be seen as 
an attempt to instill ethical accountability and 
possibly even fairness into digital infrastruc-
tures. Already with the publication of the Bitcoin 
White Paper, this ethical tenet has been a core 
momentum of Nakamoto’s argument [44]. And 
despite the many cases of fraud and misconduct 
in the “crypto”-area - blockchain’s widest-known 
and most capital-intensive application context to 
date - for many blockchain proponents it has 
become an integral part of their narrative to 
work on building digital infrastructures that are 
steadily becoming more accessible, egalitarian, 
and fair [54], [55]. In the previous chapters we 
discussed the technological foundations of AI, as 
well as possible shortcomings of overly central-
ized AI infrastructures. The goal of the following 
sections will be to provide an overview of how 
the promises of blockchain tech might help to 
mitigate these risks.

„ We are embarking on a transition from 
big data to shared data, in which the 
knowledge that emerges from data is 
starting to securely move in our society.“ 

Pentland et al, 2021
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2.1. — Introducing Data Exchanges

So far, this report has discussed the emergence 
of blockchain and Artificial Intelligence as two 
key technologies of early 21st century societies. 
We emphasized the relevance of AI to effec-
tively process the vast amounts of data that 
digital infrastructures (the Internet being 
among these) produce every day and to gener-
ate insights from these data that are meaning-
ful and human readable. At the same time, we 
have emphasized how blockchain was 
designed to address shortcomings of today’s 
highly centralized digital platform architec-
tures. We also highlighted the ethical mission 
that often is connoted with blockchains, once 
more technologically informed discussions are 
being considered. The ultimate relevancy of the 
fusion of blockchain and AI is therein the fact 
that data is becoming an increasingly central 
commodity of economic production cycles. 
While at the same time, it can allow for data to 
be provided for various kinds of market partici-
pants, big tech, large-size corporations, SMEs, 
and everyday Internet users alike.

The power of the blockchain is then that it 
allows to distribute ownership across its infra-
structure and to manifest it, in the form of trans-
parency, equal access, and traceability, for each 
of its users. Applying these features to AI infra-
structures could prove a powerful combination 
and present an opportunity to build digital infra-
structure that is more closely aligned with the 
European Union’s set of values, fostering the 
protection of user privacy [14] while ensuring 
collaboration in emergent Data Spaces [9].

At the same time, in the current data-economy, 
the effective training of machine learning mod-
els is facing two challenges: On the one hand, in 
many industries data exists in the form of iso-
lated islands [56]. These islands can exist 
between companies, but also between depart-
ments of the same corporation. As internal com-
petition might not encourage teams to share 
data, or simply, the expertise and resources for 
establishing a connected dataset is not pro-
vided. On the other hand, companies are faced 
with growing demands for maintaining data-pri-
vacy regulations, which make it increasingly 
difficult to create connected databases and train 
Machine Learning models [56]. These ‘Data Silos’ 
are thereby one core-impediment for effectively 
unlocking the possibilities of ML models. As we 
mentioned at the beginning of the report, data 
as an asset class is as central to the 21st century 
as natural resources, such as oil, were to the 
20th. However, there exists a need to imple-
ment more effective solutions towards leverag-
ing this new asset class, which also comes with a 
unique quality: while oil can only be used one 
unit at a time, data could be shared among 
many [9], therein possibly enhancing its overall 
positive net-effect.
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One way to unlock the potential of data, while 
ensuring privacy compliance and control over 
one’s own datasets, could be the establishment 
of Data Exchanges. Data Exchanges could be 
imagined as commonly shared (German, Euro-
pean, or even globally accessible) digital hubs 
that would allow anybody, businesses, and indi-
viduals alike, to provide their data as assets on 
an open data market. Subsequently, they could 
be traded to train advanced AI models, provid-
ing the data-issuers with some form of compen-
sation in exchange. Amateur weather stations 
already contribute to meteorological forecast 
and more accurate weather predictions today. 
For example, in the US, the Citizen Weather 
Observer program consists of more than 7000 
stations that are sending a self-reported num-
ber of 50.000 – 70.000 observations per hour 
[57]. Upon undergoing quality control, this data 
is then used by major US institutions, including 
the National Weather Service, the National 
Ocean Service, or NASA [57].

Whereas amateur weather stations are cur-
rently operating mostly self-funded, the estab-
lishment of Data Exchanges could provide an 
incentive for different users and use-cases to 
share their data with third parties that could 
improve their services and predictions as a 
consequence. Data Exchanges could hereby 
function as intermediaries, effectively bridging 
the gap between data producers and users 
[58] and compensating both sides fairly for 
their engagement. Furthermore, confidential-
ity of data provided could be ensured by using 
a distributed machine learning approach that 
is using locally stored data of a given market 
participant to locally train a given ML model. 
While subsequently, results of these respec-
tive sub-models are communicated on the 
network in order to establish a new iterative 
consensus on a larger, global model [56].
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State-of-the-art: blockchain-based 
federated learning approaches

Figure 5
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An advantage of this so called ‘federated learn-
ing’ architecture is “the decoupling of [global] 
model training from the need for direct access 
to the raw training data” [59]. Privacy and secu-
rity risks are hereby reduced due to minimized 
data transactions and the local processing of 
sensitive or confidential data [59], [60]. In this 
manner, large AI models can be trained step-
by-step without revealing the content of local 
datasets, thereby minimizing the risks of data 
breaches or privacy infliction [59]. Merging this 
process of ‘federated learning’, with the unique 
features of blockchain technology (as described 
in the previous section), a shared European 
Data Exchange could benefit of the following 
features: 

Data Authorship
The widespread use of Generative AI (GenAI) 
models has raised concerns about copyright 
and opened legal debate on whether training 
data can be used without reference to its ori-
gin, such as users, authors, or creative works. A 
notable example of this concern is The New 
York Times’ lawsuit against OpenAI and Micro-
soft for allegedly using its content without per-
mission [61]. Similar cases have been opened 
by the US Author’s Guild (representing literary 
authors) and were among the main driving 
factors for the recent Writer’s Guild of America 
Strikes (representing screenplay authors) in the 
US film industry. All of the three parties men-
tioned are arguing for a breach of copyright 
that has occurred in AI training and are 
demanding means for compensation (e.g., a 
usage fee) if their content is used to advance AI 
models. These cases pinpoint at two current 
issues: Firstly, to date there exists no compre-
hensive record to trace the origin of the 
numerous data sources that go into the train-
ing of advanced AI models. And second, there 
is a lack of commonly agreed legal frameworks 
and infrastructure that allows legitimate access 
and equitable compensation for the use of 
personal or corporate data sets. To mitigate 
these issues, a blockchain based data market-
place could prove data authorship, enable fair 
and automated monetization, and allow the 
tracking of AI training data, establishing trans-
parent infrastructure for AI advancement in the 
process. Similar to how stock-images are being 
purchased on the Internet today, Data 
Exchanges could, e.g., enable the acquisition of 
licensed-access to private and corporate data 
sets, fairly compensating the dataset originator 
in exchange. 
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At the same time, blockchain-based data mar-
ketplaces would empower data producers to 
register their authorship via unique identifiers, 
thus establishing irrefutable proof of data own-
ership. In December 2023 the US-based media 
service Fox News, already deployed its verifica-
tion tool ‘Verify‘ [62], [63], which leverages cryp-
tographic hashing and digital signatures to 
authenticate the originality of its content. Its 
main goal is to enable any end-user to ascer-
tain the authenticity of content as being pro-
duced by Fox News. But models like the Fox 
News example could easily be adopted to 
ensure the authenticity of a diversity of data 
and content; Simultaneously, as of today no 
compensation mechanism for AI training is in 
place, this already hashed database could eas-
ily be integrated into a given data exchange for 
training purposes.

Accountability and Security
As shown before, blockchains connect data via 
blocks and secure these cryptographically [44], 
[64]. As a consequence, modifications by a 
malicious actor can easily be recognized [60]. In 
this sense, the system provides advanced secu-
rity to external attacks and ensures that the 
models trained maintain their validity. Espe-
cially in times of growing numbers of hacking 
attempts worldwide [51], the enhancement of 
data pipelines through blockchain verification 
adds additional security and safety to running 
machine learning services. For example, the 
merging of blockchain and AI could ensure 
advanced security and provide safety from 
hacker attacks in networks that control and 
govern autonomous vehicles [65]. In this set-
ting, the combination of both technologies can 
help to prevent “undesirable data modification 
in vehicular networks” [65] and possibly 
increase overall driver safety. On top, data that 
is protected by the cryptographic features of 
blockchains, can be tailored to comply with EU 
privacy law to be safely shared in a federated 
setting [66], e.g., to improve the AI algorithm 
for threat detection, and enhance overall vehi-
cle safety performance.
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Data Purity and Reputation
As previously discussed, machine learning 
models thrive on high quality and diversity of 
the data that is fed into their training. As block-
chain allows to trace the originator of a given 
data set, this data can be used to rate authors 
and their data on a given data exchange [67]. 
Subsequently, enabling the establishment of a 
traceable and verifiable reputation system in a 
distributed setting. For example, going back to 
the previously mentioned hobbyist network to 
provide weather data, the origin and location 
of a measurement device (say, a webcam) 
could be authenticated by the original manu-
facturer and the current owner, adding to 
ensure the authenticity of data generated. 
Hereby, based on the hardware used, as well 
as the user’s reputation score, the data provid-
ers’ local contributions to a global model could 
be effectively evaluated. Through this configu-
ration, entities without prior direct interactions 
could collaborate to effectively trade data, 
allowing advanced scenarios for data to 
emerge [68], [69].

Automated Payment Channels
As an additional benefit, data and payment 
transactions between market participants 
could happen fully automated. While training 
sources could include public infrastructure, IoT 
devices, industrial machine sensors, or even 
personal smartphones. Many of these devices 
engage in transactions that are characterized 
by their small size and high frequency. Such an 
environment allows for the deployment of 
automated payment channels capable of han-
dling instant transactions, a requirement that 
traditional third-party verification and process-
ing methods, such as inter-bank transfer and 
SWIFT, fail to meet due to their time-intensive 
and costly nature for microtransactions [55]. To 
address this, a blockchain-based data exchange 
would be equipped with instantaneous and 
automated payment mechanisms that facilitate 
direct financial exchanges between buyers and 
sellers. To add reliability to exchange dynamics, 
digital currency, for example a digital Euro, 
could be used to enable data proprietors to 
monetize their assets with reliable and verifia-
ble compensation, ensuring a streamlined and 
secure transactional experience within the data 
exchange.
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2.2 — Data Exchanges as Distributed  
Marketplaces

As the above sections have illustrated, the 
fusion of blockchain and AI can be utilized to 
establish an effective marketplace setting for 
datasets across a distributed set of partici-
pants. Data marketplaces could operate as 
intermediaries, effectively bridging the gap 
between data producers and users [58]. Also, 
market participants could utilize a wide variety 
of automated devices, ranging from public 
infrastructure devices and manufacturing 
machine sensors to personal smartphones, 
therein enabling a source of passive income for 
data-affine individuals as well as data-intensive 
sectors, such as manufacturing, production, or 
IoT operators. At the same time, Internet users 
could use this infrastructure to truly own their 
digital data and gain fair compensation for 
sharing their profile with third parties that 
want to process this data, e.g., companies that 
aim to gain more sophisticated costumer 
insights. On top, data exchanges could also 
have a supporting function to establish more 
safe forms of public information retrieval: con-
tent creators, such as newspaper outlets or 
media houses, could be enabled to declare 
ownership of their publications therein ensur-
ing the factual correctness of content provided 
online via their reputation. Additionally, users 
could use a given reputation system to affirm 
the authenticity of the story described. Espe-
cially, in times of growing misinformation 
online, data verification outlets for the media 
could possibly provide an effective counter-
measure and add another layer of distinction 
and trust to public media outlets [63], [70].

Lastly, the implementation of distributed data 
exchanges could provide a foundation towards 
a data-driven, competitive market environment 
where companies are enabled to innovate 
while upholding data sovereignty. Such an 
infrastructure would enable the development 
of new device or web applications, as well as 
data processing and Machine Learning services 
on basis of advanced output precision and 
tailored to specific market niches. Thus, the 
establishment of a blockchain-based data mar-
ketplace could provide significant economic 
benefits for the local economy, while enhanc-
ing the competitive environment and fostering 
a diverse data ecology, ultimately contributing 
to a vibrant European data ecosystem. Figure 6 
displays a highly simplified version of how Data 
Exchanges could work. Each data transaction 
phase operationalized is illustrated in the sub-
sequent summary. The subsequent section will 
then provide a Deep Dive into how distributed 
machine learning infrastructures could oper-
ate. Therein showing additional use-cases with 
a high potential for economic gains.
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(A)  Offer lnitialization: In this foundational phase, participants, either 
as data providers or acquirers, generate offers that are recorded on 
the blockchain, ensuring transparency and immutability. These offers 
undergo rigorous validation processes that ascertain their authen-
ticity and reliability. To facilitate automated settlement, data requests 
are coupled with corresponding payments in digital currency and 
held in escrow to guarantee transaction completion upon successful 
data delivery.

(B)  Matchmaking: Offers are matched when participants reach a con-
sensus, which may occur directly or through counteroffers that refine 
the terms of engagement. Upon agreement, all requisite information 
is securely acquired; for instance, in the context of federated learning, 
this would involve updating the global model via its decentralized 
model iterations.

(C)  Data Processing (incl. Training): Depending on the type of data 
agreement, the data owner either conducts the local training of the 
Al algorithm or initiates the transaction of its offered sensitive data. 
The transaction culminates with the direct exchange of the agreed- 
upon data from data owner to data buyer. 

 
(D)  Contract and Payment Settlement: Post-delivery, the received data 

undergoes a verification process to confirm its integrity and adher-
ence to the contract terms. Should discrepancies arise, a dispute 
resolution mechanism is activated. Following a satisfactory resolution, 
the payment is released from escrow and automatically processed. 
Additionally, transaction details and participant feedback are incorpo-
rated into a comprehensive reputation system, enhancing future trust 
and accountability. 

34

Data Exchanges2 —



35

Data Marketplace

Figure 6
Source: Own illustration, adapted from [58]
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Simplified depiction of a data marketplace 
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3.1 — Blockchain-enhanced federated 
learning – a technological deep dive

As previously discussed, traditional Machine 
Learning paradigms assume that data is stored 
in a centralized setting, such as a local server, 
and then fed into the model for training [59], 
[69], [71]. However, this approach has been 
limited by two, rather obvious, factors in the 
past. Firstly, as in the case of advanced AI mod-
els, with growing model size, the data needed 
to improve the model’s next training cycle, can 
easily exceed the capacity of local storage facili-
ties [59], [70]. And secondly, the idea of central-
izing exceedingly large amounts of data, includ-
ing the data of individuals and users, conflicts 
in many cases with general data privacy restric-
tions [59], [71]. For example, auto-complete 
models for text can be trained by using type-
data from smartphone keyboard-interactions. 
However, as users’ text and messaging data are 
usually containing highly personal and private 
information, it should be considered highly 
unethical to store this data in settings that 
allow centralized reading access to a data engi-
neer. A better solution would be to train key-
board data locally and to update the results 
that compute the likeliness for a given word to 
occur in everyday language in the global 
model. For these reasons and to mitigate pri-
vacy concerns, researchers at Google devel-
oped the technique of Federated Learning [59].

vi  Devices such as smartphones, wearable health devices, and machine sensors that are 
located at the edge of a network between the data source and the cloud [72].

In simple terms, Federated Learning (FL), facili-
tates model training on local (so called edge-) 
devicesvi on which data is collected. Subse-
quently, it summarizes these local training 
results, to update an overarching, global 
model. The global model then contains the 
training outputs of all local models and, on 
that basis, finetunes its own predictions [59]. 
The larger sum of total training data as well 
as the combination of local model iterations 
that feeds into the global model, is therein 
enabling advanced output accuracy and, for 
larger samples, performs equal or faster in 
accuracy when compared to centralized train-
ing approaches [73], [74], [75].

However, while FL can leverage the bene-
fits of distributed data collection, ownership 
and evaluation of the global model is still 
bound to a central entity in the training net-
work [76]. Subsequently, the ownership of the 
central server also entails ownership of the 
global model and gives control over managing 
any training bias or model output weighting 
[76], [77] which may provide an unfair competi-
tive advantage among other network partici-
pants. As a consequence, the incentive to con-
tribute to model training by providing local 
data is limited in most application scenarios 
[78], [79]. Especially in a B2B context, the protec-
tion of corporate secrets is essential to main-
taining a competitive advantage for a given 
market niche, making it undesirable for many 
companies to participate in a shared training 
process with only limited ability to owning their 
training results. Federated Learning with cen-
tralized data ownership is therefore an unde-
sirable scenario for the establishment of Data 
Exchanges that point beyond the current 
GAFAM-type digital platform economy.

Application Scenarios of 
Blockchain and AI

3 —
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To advance coopetition and equal access to data 
sources, the paradigm of Federated Learning on 
the basis of Distributed-Ownership has been pro-
posed [60], [68], [69], [76], [80], [81]. In distribut-
ed-ownership FL, while local training procedures 
stay the same, model aggregation and global 
model calculation is processed via a distributed 
ledger network and managed collaboratively via 
blockchains. Thereby, it offers advanced means 
for participation for all actors in the FL training 
network, while simultaneously ensuring protec-
tion from one single actor gaining control over 
the entire network and its model outputs [79]. 
Distributed-ownership FL then creates a (possi-
bly) egalitarian and privacy preserving ML eco-
system that maintains training participants’ 
collaborative sovereignty over model economy 
and outputs. In this system, participants can 
agree on rewards that are being issued for 
high-quality model inputs, therein increasing the 
chance to maintain accountability and produce 
positive network-effects among actors involved.

Under the conditions described above, and in 
consideration of ethical and regulatory stand-
ards [11], [12], a blockchain based FL frame-
work could seamlessly integrate into visions of 
a European sovereign data marketplace. In 
this setting, while blockchain-based networks 
enhance the training of collaboratively man-
aged global AI model, also training contribu-
tions by non-blockchain nodes could be 
added. In this way, the data marketplace is 
utilized to grant access to the blockchain 
based global model after the contract initiali-
zation between the distributed network and 
the data owner contributing to model training. 
Subsequently, a decentralized AI network that 
was created to develop a specific AI can be 
trained from data that is not owned by the 
network, while its owners can still receive 
compensation for their contribution. Espe-
cially, network participants that have limited 
computing resources can thereby participate 
and benefit from training contributions. Con-
sequently, a data marketplace would increase 
access to data for decentralized AI projects 
therein enhancing the feasibility of more com-
plex AI development projects. 
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Hypothetical architecture of a Blockchain 
based FL-network
To visualize the opportunities and limitations of 
a Blockchain based FL framework, Figure 7 
illustrates a hypothetical decentralized training 
architecture based on [71]. A FL paradigm can 
utilize data from a variety of sources, but for 
simplification purposes we assume that every 
participating node possesses similar or equal 
computation power and connection band-
width. Participating nodes can inherit either or 
both, the blockchain consensus algorithm and 
the AI training algorithm.

The committee fulfils two important func-
tions for the network: On the one hand, as only 
committee members participate in the calcula-
tion of the global model, speed and scalability 
of the training network can be increased. At the 
same time, rotating committee selection 
ensures that all participants in the network can 
be held accountable for their contributions. 
Simultaneously, participants are encouraged to 
maintain high levels of data quality, as for 
example contributions that are flagged as ‘valu-
able’ by the committee could be paired with 
incentives, such as bonus payments, higher 
contribution rankings and increased trust for 
network participants. As a reference to each 
local model iteration is stored on the block-
chain, all participants are enabled to audit the 
committee’s actions and evaluation processes, 
which adds another layer of transparency to 
training dynamics.

However, it is noteworthy that also committee 
election processes can be biased and lead to 
increased concentration of evaluation power 
and computing resources, (possibly causing a 
re-centralization of network power), over time. 
For example, if only computing performance 
and quality of data contribution would account 
as determining factors for committee selection, 
less powerful network participants could be 
discriminated, while the committee would con-
sist of an increasingly homogenous group of 
resourceful and compute-intensive, high-qual-
ity data providers. To avoid this effect of 
re-centralization and to ensure that increas-
ingly homogenous data samples do not exacer-
bate output bias across model instances, 
mechanisms of diversification, monitoring and 
evaluation should be considered and effec-
tively integrated into consensus computation 
processes. Other consensus evaluation mecha-
nisms, such as Delegated Proof of Stake, could 
also be considered as feasible alternatives [80].
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In the blockchain, the first block – the so-called genesis block – stores 
the fundamental AI model which marks the starting point of training.

(A) Each training participant downloads the corresponding model 
and conducts local training utilising their personal datasets. The 
improvement of the local AI model is measured via output func-
tions, being mathematical representations of model performance 
for a given iteration. 

(B) This update is then transacted to a so called ‘committee’ that con-
sists of a sample of network participants, which pause training for 
a given time (e.g., one training iteration) in order to help compute 
model consensus in the global instance.

(C) As part of this process, the committee conducts a ranking on the 
quality of contributions, labels insufficient, or possibly, malicious 
data contributions, and calculates the global model. Subse-
quently, the next training round is launched, and new committee 
participants are chosen from the network of training participants.
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Source: Own illustration, adapted from [71]
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Personalized Federated Learning (PFL)
Through the application of blockchain, the 
establishment of large-scale federated learning 
networks with diverse datasets becomes more 
feasible. However, the ensuing data heteroge-
neity in a privacy-preserving machine learning 
setting also depicts a challenge to the perfor-
mance of the trained AI model [82], [83]. PFL 
enhances traditional federated learning by 
customizing models to individual users’ unique 
data samples and use-cases. This approach 
ensures better model performance and 
user-specific results based on custom data 
characteristics.

Essentially, while a central model is devel-
oped across various devices (like in traditional 
federated learning), PFL adds a layer of cus-
tomization by permitting each device to fine-
tune this model based on its own unique data 
[79], [82], [83]. This means each user’s device 
makes local updates to the model that, com-
bined with the global model, add AI solutions 
that draw on diversified data input for better 
prediction accuracy, while ensuring the bene-
fits of custom training output, similar to pri-
vately trained, local models. As a result, both, 
broad applicability, and personal relevance of 
model outputs are ensured. This effect encour-
ages network participants to contribute their 
resources for decentralized AI development, 
while allowing for sufficient adaptivity to create 
AI models that are tailored to specific use 
cases. These specific models could then effec-
tively be utilized in industrial or business set-
tings that require high customizability.

According to research [82], [84] this effect dou-
bles, as through the specification of training 
data the performance of personalized decen-
tralized AI models, exceeds those provided by 
generically trained federated solutions for 
many cases. For example, a manufacturing 
consortium can collaboratively train a decen-
tralized AI from data produced by their specific 
machines. Hence, the resulting AI model is 
much more capable of managing and optimiz-
ing the process of these specific machines. 
Thereby, German (or European) SMEs could 
achieve a global competitive advantage by 
establishing highly specialized, collaboratively 
trained AI systems. To illustrate this case, the 
following will examine several industry scenar-
ios that already are, or could be, benefitting 
from decentralized AI development.
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Use Cases

Use-Case 1 – Health Care Research AI: 
Health Care data is subject to strong privacy 
regulations as a result of which centralized 
data processing and AI training is subject of 
ethical and legal limitations. To advance the 
benefits of Big Data in health care, extensive 
research has been conducted in privacy-pre-
serving federated learning approaches for 
health-care-AI development [85], [86], [87]. 
Despite being a promising technology, AI-based 
scan analysis is hard to develop in the naturally 
occurring data silos of the health care system 
[88]. Therefore, federated learning enables the 
local facilitation of private data to train an AI 
algorithm, for example in the detection of brain 
tumors [86]. A blockchain-based FL network 
could provide a promising avenue to enable 
collaboration between different health care 
institutions such as public hospitals, research 
institutes, and universities, to train an AI detec-
tion system that supports and accelerates 
in-field work or finds improvements to existing 
treatment procedures. However, especially in 
health care scenarios these implementations 
should be approached with caution. As we will 
discuss in the following chapter, despite the 
existence of privacy preserving methods such 
as differential privacy, a fraudulent attack on 
the global model might still reveal information 
about training inputs [89]. Especially, when it 
comes to highly sensitive personal data sam-
ples, these concerns must be addressed and 
solved, before FL architecture on health-care 
data can be implemented effectively and under 
consideration of ethical standards.

Use-Case 2 – Industrial-AI-Application: 
There are mainly two options for applying FL to 
industry use-cases: 
(A) Large industrial manufacturers could inte-

grate FL approaches into one of their tools 
to train an AI algorithm utilising the per-
formance data from its customers without 
privacy infringement. A pilot of this imple-
mentation was conducted in Germany, by 
the Fraunhofer IPA and Lorch AG, a manu-
facturer of welding machines. As a promis-
ing effect of this collaboration, the feder-
ated training from multiple in-use welding 
machines resulted in an AI model that is 
able to proactively turn off a welding 
machine if an employee is in the process 
of making a potentially hazardous mistake 
[90]. Such applications of FL could be 
especially relevant for Germany’s Small 
and Medium-Size Businesses landscape 
and help to advance global competitive-
ness for AI-enhanced implementation 
scenarios. Companies could facilitate local 
AI training to develop shared global mod-
els that draw on high-output accuracy, 
while being able to specialize on niche 
applications, tailored to individual busi-
ness cases. Enhanced by a FL-scenario, 
Germany’s current competitive edge of 
maintaining a larger cluster of world-lead-
ing industry and manufacturing busi-
nesses, could hold the opportunity to 
establish a federated network of AI-lead-
ers in Industry and Manufacturing scenar-
ios that will ensure its future competitive 
edge.
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(B) In a second scenario, Industrial manufac-
turers could implement FL as part of their 
transnational machine infrastructure, cre-
ating a collaborative training setup for 
their machines in Germany and abroad, 
and under consideration of local data pri-
vacy laws. In a project with Siemens, the 
Start-Up Katulu created a centralized FL 
infrastructure for the improvement of 
Siemens’ automated optical inspection 
systems in their factories in Erlangen [91]. 
According to Katulu, the successfully 
implemented FL system provides the foun-
dation for a broader rollout to additional 
Siemens’ factories, including those in 
China.

The following will highlight two instances in 
Germany and Europe that work on establishing 
blockchain-based FL application scenarios in an 
IoT setting. The German start-up deltaDAO is 
building an open infrastructure for a block-
chain-based FL marketplace, on basis of which 
data, as well as algorithms, and entire ML mod-
els can be traded for industry application sce-
narios. Partnering with stakeholders such as 
Airbus and the Dutch Blockchain Coalition, 
deltaDAO is part of the European project Gaia-X. 
The start-up is active across several domains 
(among others, aviation, industry 4.0, mobility, 
manufacturing) and claims to successfully oper-
ate in accordance with EU law and regulations 
[92]. A second, related project is the fetch.ai 
foundation initiated by the German Bosch AG 
and the UK-based Startup fetch.ai and operating 
in partnership with Telekom MMS [93]. The 
resulting network aims “to foster innovation and 
cooperation between industry participants 
through collective research and development, 
collaborative applications, shared initiatives, and 
the discovery of valuable business models“ [94] 
in AI-based settings. Both projects represent 
early examples of how federated Data Market-
places could be designed and should be moni-
tored for future development.
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Use-Case 3 –Smart City and IoT-AI: 
Increasingly, machines used in city infrastruc-
ture produce massive amounts of data that in 
sum constitute the Internet of Things. These 
communication networks are inevitable for the 
deployment of smart devices. For example, the 
facilitation of autonomous driving vehicles in 
the city is based on access to large datasets of 
local environments and subsequently, their fast 
and intelligent analysis. Through the utilization 
of AI, important calculations can be conducted, 
for example to predict traffic flow [95].

In the pilot project “Heat” conducted in 
2021 in the city of Hamburg, autonomous mini-
buses were successfully implemented facilitat-
ing an extensive AI and IoT network that 
derives real-time data from its surroundings 
[96]. Its follow-up project “ALIKE”, funded by 
the German Federal Ministry for Digital and 
Transport, is set to provide publicly accessibly 
autonomous minibuses by 2024 in Hamburg 
[97]. These case-studies highlight that properly 
trained AI algorithms and data access are an 
important asset to advance autonomous driv-
ing. However, data islands and closed AI train-
ing systems could make development more 
difficult and complicate the establishment of 
transparency among stakeholders, e.g., in case 
of accidents or related events that require legal 
counsel. The implementation of a FL network 
based on distributed platform ownership could 
accelerate development of transparent and 
effective autonomous driving algorithms, by 
enabling privacy preserving access to IoT data 
that can be used to train AI algorithms whilst 
enabling the cooperation of a diverse set of 
entities. Thereby, blockchain supports collabo-
rative smart city development in an egalitarian 
environment for every stakeholder and holds 
the potential to advance free market 
incentivization.

Use-Case 4 – Mobile-AI Applications: 
FL can be applied on mobile devices to access 
training data that in itself would usually be too 
small in sample size to be considered for effec-
tive training [98]. To enable advanced training 
sample access, the authors of [98] designed a 
FL system that could enable a multitude of 
mobile devices to join the network and partici-
pate in training rounds to enable mobile-en-
hanced FL solutions. This can be useful, e.g., in 
e-commerce recommendation algorithms, that 
often utilize cloud-stored, but sensitive user-
data which may infringe data privacy law. Con-
sidering this scenario, researchers successfully 
tested the application of a privacy-preserving 
FL system for Alibaba and Taobao, utilizing 
on-device data [99]. Such innovations could be 
very relevant for German e-commerce giants, 
like Zalando and AboutYou. Also, these 
approaches tend to become more feasible 
considering recent advancements such as 
PockEngine which significantly reduces 
required computational power for efficient AI 
fine-tuning [100].
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Centralized Machine Learning: In centralized machine learning, a 
central server is the exclusive hub for aggregating data from various 
sources and processing it to train the machine learning algorithm.

Decentralized Federated Learning: Decentralized federated learning 
involves local model training at the data source, with individual up-
dates then sent to a central server for global model aggregation. 

Distributed Federated Learning: Distributed federated learning 
facilitates local model training at each data source, with the global 
model's aggregation and update being collaboratively managed by all 
nodes using distributed ledger technology. 

Application Scenarios of 
Blockchain and AI
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Centralized vs. Decentralized vs. 
Distributed Network Architecture 

Centralized Decentralized Distributed

Figure 8
Source: Adapted from [45]
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Challenges and Open Research Questions for 
Federated Learning Applications

Challenge – 1: Privacy Leakage
While Federated Learning significantly 
improves privacy preservation in AI training, it 
is not a guarantee for privacy [89]. Although 
federated learning methods prevent the trans-
fer of sensitive data, research has shown that 
some scenarios exist where adversarial attacks 
may reveal training data derived from model 
updates [89], [101]. To mitigate these effects 
and prevent data leakage, mechanisms such as 
differential privacy (DP) have been integrated. 
DP adds noise to the sensitive data which 
makes the retrieval of information unfeasible. 
However, DP is a trade-off between privacy and 
model accuracy because increased noise low-
ers the accuracy but improves the privacy 
[102], incurring a cost in usability and model 
precision [89]. Further research has to be con-
ducted to combine DP with other techniques in 
order to maintain model accuracy while assur-
ing privacy. Nevertheless, deliberate attempts 
to infringe user privacy can still impose a rea-
sonable threat [89]. Advanced cryptography 
such as secure multi-party computation, fully 
homomorphic encryption and zero knowledge 
proofs are promising solutions but still require 
development to ensure practical application 
and reduce computational overhead [89], [103]. 

Challenge – 2: Poisoning Attacks 
Inherent to Federated Learning is the chal-
lenge of identifying model updates that are 
malicious due to prior data poisoning or direct 
update poisoning [104]. Adversarial attacks 
can for example replace the labels of training 
data whereby the update parameters may 
lead to the convergence of sub-optimal global 
models or leave a backdoor for the attacker 
[89]. Research has proposed several solutions, 
such as byzantine-tolerant federated learning 
systems or median-based aggregators [89]. At 
the same time, researchers have highlighted 
that advanced impact of poisoning attacks on 
the global model can be mitigated through 
the facilitation of low cost defenses [104]. 
Subsequently, and in combination with a 
transparent and collaboratively managed 
global model, the risks of poisoning attacks 
could possibly be minimized [105]. 
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Challenge – 3: Heterogeneous devices with varying 
network connections and computation power 
The heterogeneity of large, distributed net-
works regarding network connection and com-
putation power challenges the fair and open 
participation in federated learning training 
rounds. Powerful servers are underutilized 
because a linear training round can only be as 
fast as the slowest device [106], [107]. Varying 
degrees in network bandwidth and connection 
stability could also restrict the ability to partic-
ipate in FL [107]. Therefore, research pro-
poses asynchronous federated learning sys-
tems that enable the independent upload of 
training updates at random times, hence, 
improving network efficiency [89], [106], [107]. 
However, asynchronous FL also imposes the 
risk of overrepresenting model updates from 
computationally more powerful sources [107]. 
Thereby, asynchronous FL improves possibility 
of training access, and could advance the scal-
ability of training networks, while simultane-
ously decreasing fair participation opportuni-
ties for less powerful devices; with the latter 
effect being an undesirable outcome. To miti-
gate these dynamics and reduce possibility of 
discriminating low-compute network partici-
pants, further research is needed to explore 
the capabilities of asynchronous federated 
learning frameworks. 

3.2 — Metaverse and Trusted AI –  
Possible Future Scenarios for Blockchain &  
AI Implementations

To conclude this chapter, we briefly aim to 
highlight two additional application scenarios 
for which the fusion of blockchain and AI could 
prove beneficial. However, research in these 
areas is still very preliminary, making predic-
tions difficult, as still several technical hurdles 
need to be overcome before we can speak of 
truly functional solutions. Therefore, we would 
need to emphasize that, to date, the following 
brief paragraphs can only be an object of 
(informed) speculation.

Metaverse
The first object of investigation to name in this 
context, would be the term Metaverse. At the 
latest, since platform giant Facebook renamed 
itself to Meta, this term has become a buzzword 
in itself. Representing a multifaceted layer of 
different meanings, their greatest commonality 
is probably that applications in the metaverse 
involve an Augmented Reality (AR) or Virtual 
Reality (VR) device that generates some form of 
projected (AR) or enclosed (VR) spatial comput-
ing environment. Throughout this report, we 
discussed the imbalances of power that might 
arise for users and smaller businesses if cen-
tralized forms of AI training were the only point 
of access. With the metaverse, similar issues 
could arise, bearing the difference that corpo-
rate control (and possibly ownership) over 
augmented reality or virtual reality projections, 
would directly affect a users’ immediate visual 
field. In these terms, we could therefore con-
ceptualize the Metaverse as a three-dimen-
sional data environment that would possibly 
enhance an individual’s daily experience and 
life, by producing projections that appear as 
productive to this user. But could also increas-
ingly operate to create a flow of attention- 
grabbing nudges that abstracts value from 
users’ immediate visual experiences. Subse-
quently, transmitting this value, in form of data, 
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to the centralized servers of large, digital plat-
form corporations. Framing the dynamics of 
the Metaverse in this context, it might become 
apparent that the difficulties that are growing 
more prominent concerning the current ques-
tions of AI training and ownership in a central-
ized data economy, might also apply to this 
yet-to-emerge spatial computing environment 
that is commonly referred to under the 
umbrella term ‘Metaverse’. As this report has 
shown, Blockchain can generally be under-
stood as a technology that, if utilized properly, 
can offer more egalitarian and fair access to 
the digital infrastructures that constitute our 
lives today. While, at the same time, through 
its distributed and consensus-driven data 
processing infrastructure, holding the addi-
tional benefit of making our digital experi-
ences more ‘safe’ - or at least more ‘tamper-
proof’. Providing this additional layer of data 
verification via the blockchain to Spatial Com-
puting Environments could enhance the stabil-
ity and safety of experiences in the Metaverse, 
making it more difficult for hackers to compro-
mise the visual experiences of Metaverse users 
to their advantage [108].

Trustworthy AI
The recently issued EU AI Act, requires “data 
governance, record-keeping, transparency and 
access control” for AI [14]. To comply with this 
new regulation, blockchain could help to pro-
duce a trail of auditability, transparency, and 
traceability for AI models [14]. Throughout this 
report, we had discussed several possible sce-
narios for these features, but have not touched 
on the topic of auditability. As stated earlier, it 
is difficult, if not impossible, to fully compre-
hend the internal dynamics of Deep-Learn-
ing-enhanced AI-models. Hence to date, the 
exact decision processes of advanced AI mod-
els cannot be fully traced. With growing model 
size, and therefore growing model complexity, 
we expect this trend to continue, making it 
increasingly difficult for human observers to 
gain full insight into how a given AI model has 
come to make a specific decision or prediction. 
However, similar to the ways in which Github 
allows the tracking of code changes via so 
called ‘commits’, blockchain could allow the 
establishment of audit trails to track changes, 
enhancements, or data sources that have been 
fed into a given model – storing these records 
as immutable for as long as the blockchain 
exist [109]. While this approach might not pro-
vide comprehensive insight into the AI system, 
it might provide an initial orientation for audi-
tors and regulators to gain insight into a given 
model’s black box dynamics of decision mak-
ing. Future research will need to explore in 
more detail how such an attempt can be safely 
established, as well as which other means 
could be productively applied to create safer 
and more auditable AI in the future.
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Metaverse

Figure 9
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In this report we have analyzed how the con-
vergence of Blockchain and AI can be produc-
tively implemented to strengthen the data sec-
tor of Germany and the EU. During our analysis 
we have found that each technology’s strength 
is bound to the fact that it advances how data 
can be processed. We found that AI proves an 
excellent match to productively master the 
yottabytes of data that compose our societies 
at the beginning of the 21st century, whereas a 
promising potential of blockchain is that it can 
offer the opportunity to provide more egalitar-
ian access to this data, as well as distribute the 
wealth generated by use of this data more 
evenly and according to the principle of each 
individual’s contributions.

Chapter 1 has therein provided a simplified 
and brief summary and overview of how Deep 
Neural Networks, the infrastructure behind the 
latest advancements in AI development, oper-
ate. Thereby we have shown that Neural Net-
works require large amounts of high-quality 
data to develop and to provide ever increasing 
accuracy in their predictions – while avoiding 
and/or minimizing bias. Additionally, due to 
their self-adjusting dynamics, we have also 
shown that the exact workings of a neural net-
work operate inside a black box that human 
operators can only investigate from its outside. 
Therein, control over decision making and pre-
diction processes of advanced AI is difficult to 
achieve and could increase in difficulty with 
growing model complexity. We then discussed 
the possibly negative effects of centralizing the 
power and control over AI in the hands of a 
selected group of internationally operating 
digital platform corporations. Lastly, we high-
lighted how the unique technological features 
of blockchain could help in creating digital AI 
infrastructure that mitigates the risks of overly 
centralized AI by offering means for the decen-
tralization, transparency, immutability, and 
traceability of data. 
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Drawing upon the idea that data is becoming 
an increasingly central asset class of the 21st 
century, Chapter 2 introduced the idea of Data 
Exchanges. We thereby described data 
Exchanges as a possible solution to overcom-
ing overly centralized AI infrastructure, while 
empowering a multitude of German, European, 
or even international, businesses to partake in 
a collaborative data market that fairly rewards 
contributors while protecting users’ data pri-
vacy and ensures the effective training of AI 
models in accordance with European data law. 
We have highlighted that the core technology 
that could accompany this paradigm shift from 
“big data” to “shared data” would be a form of 
Federated Learning that emphasizes the impor-
tance of distributed ownership in training fair, 
ethical, and bias-minimizing AI models. Subse-
quently, we discussed how a FL-driven Data 
Exchange could empower startups, SMEs, and 
larger corporations in Germany and Europe by 
producing advanced and collaboratively owned 
ML-models that can drive business insights by 
shared access to a global training pool and 
ensure a competitive edge by allowing the free-
dom to create use-case-tailored and special-
ized local model instances.

Chapter 3 then provided a technological 
deep dive into the workings of Federated 
Learning and discussed the possible benefits in 
the application of this technology in four spe-
cific industry scenarios. Lastly, we discussed 
the potential benefits of blockchains and AI 
technology for the latest trends in tech innova-
tion, specifically the Metaverse and the possi-
ble advancement of Trustworthy AI that oper-
ates in accordance with EU standards of 
achieving data governance, auditability, trans-
parency, traceability, and access control for AI 
models. 

As stated at the beginning of this document, 
our analysis does not come without its limita-
tions. Firstly, due to the complexity of this topic 
as well as the ongoing pace of innovation and 
rate of new discoveries, this report has only 
aimed to provide a conceptual overview of the 
productive convergence of blockchain and AI 
technology. While it has been our goal to pro-
vide a highly accurate depiction of this conver-
gence, at times we simplified the actual 
mechanics of this technology in order to 
ensure greater accessibility of this report. Addi-
tionally, the vision outlined is by no means 
comprehensive. While blockchain and AI offer a 
promising convergence to the establishment of 
a vision of data that operates in stronger 
accordance with European values, still many 
technological hurdles need to be overcome 
until this vision can become a reality. For exam-
ple, blockchain-based data processing tends to 
be slower and require larger amounts of data, 
as a copy of every data point tracked is stored 
in every validator node in the network. Subse-
quently, engineers of Data Exchanges would 
need to consider which parts of the data 
exactly needs to be stored on-chain, and which 
parts can be processed via the regular 
data-transmission network. At the same time, 
FL does not solve all privacy issues of contem-
porary AI models. As we had discussed, privacy 
preserving dynamics of FL-learning are exist-
ent, but would need further refinement for 
large-scale applications. Also, AI-systems can 
still be hacked or manipulated to reveal sensi-
tive information for both, local and global 
instances. While techniques exist to mitigate 
this effect, additional research needs to be 
done to ensure advanced privacy and security 
for the users of federated machine learning 
networks, as well as for the recipients of out-
puts that are built on basis of these networks.
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In addition to the technical limitations, we 
emphasize the importance of ethical AI devel-
opment including the imperative to develop 
non-discriminating AI ecosystems. As AI pro-
duces its output based on what it is trained on, 
data management is an important lever to 
address in overcoming social bias and discrimi-
nation. Diversity in input patterns and AI train-
ing infrastructure could therefore be one of the 
essential steps in reducing the output of bias 
by AI algorithms. We sincerely encourage 
developers to pursue AI advancement that 
fosters diversity and the inclusion of diverse 
voices from the very beginning, and secondly, 
to integrate mechanisms for equal access and 
participation among users and the recipients of 
AI output into governance and data manage-
ment infrastructures. We hope these measures 
will contribute towards advancing this impor-
tant debate also on the layer of digital platform 
infrastructures.

Despite the constraints mentioned above, we 
do hope that the reader has enjoyed this brief 
exploration in the field of blockchain and AI. As 
well as has gotten a feel of how these technolo-
gies could possibly be applied productively to 
empower German and European economies, 
by putting data as a resource closer to its 
center. In this sense, the convergence of block-
chain and AI might offer an alternative to the 
highly centralized models of data processing 
that we operate by in the current mode of our 
digital (platform) economies. How exactly this 
alternative might look like is something that 
would need to be explored in conversation 
between researchers, engineers, decision mak-
ers, policy makers, European governments, and 
the public.
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Artificial Intelligence (AI) is the capability of 
software to perform tasks that traditionally 
require human intelligence.

Deep Learning is a subfield of machine learn-
ing that employs deep neural networks, i.e., 
layers of interconnected (digital) “neurons” 
whose connections have parameters or 
weights that can be trained. It is particularly 
effective at learning from unstructured data 
such as images, text, and audio.

Generative AI refers to AI that is typically built 
on so-called Foundation Models and possesses 
capabilities that previous AI did not have, e.g., 
the ability to generate content. 

Foundation Models are a kind of general mod-
els trained on vast amounts of data and can 
also be used for non-generative purposes (e.g., 
classifying user sentiment as negative or posi-
tive based on conversation logs). Their pre-
trained capabilities offer significant improve-
ments over previous models.

Large language models (LLMs) are a class of 
Foundation Models that can process vast 
amounts of unstructured text and learn the 
relationships between words or parts of words, 
called tokens. In this way, LLMs can generate 
natural language texts and perform tasks such 
as summaries or knowledge extraction. GPT-4 
(which underlies ChatGPT) and LaMDA (the 
model behind Bard) are examples of LLMs.

Machine Learning (ML) is a subfield of artifi-
cial intelligence where a model gains abilities 
after being trained or shown many example 
data points. Machine learning algorithms rec-
ognize patterns and learn to make predictions 
and recommendations by processing data and 
experiences rather than receiving explicit pro-
gramming instructions. The algorithms also 
adapt and can become more effective in 
response to new data and experiences.

Prompt Engineering refers to the process of 
designing, refining, and optimizing input 
prompts to steer a generative AI model to pro-
duce the desired (i.e., accurate) results. Cen-
tralized AI systems denote models where deci-
sion-making and computing processes are 
concentrated on a single, central entity. In this 
system, all data processing and algorithmic 
processes occur in one place, often using a 
central server or database. This concentration 
can lead to efficient data handling but also 
poses risks such as single points of failure and 
can have scaling problems with large volumes 
of data.

Blockchain is a distributed database technol-
ogy consisting of a chain of blocks that record 
transaction data. Each block contains a cryp-
tographically secured hash of the previous 
block, transaction data, and a timestamp. This 
structure makes blockchain inherently secure 
and resistant to manipulation, as any change in 
a block would invalidate the entire chain.

Centralized AI systems refer to models in 
which decision-making and computing pro-
cesses are concentrated on a single, central 
entity. In this system, all data processing and 
algorithmic processes occur in one place, often 
using a central server or database. This con-
centration can lead to efficient data handling 
but also carries risks such as single points of 
failure and may have scaling issues with large 
volumes of data.

Distributed AI systems denote models that 
distribute data processing and decision-making 
across multiple interconnected nodes. In these 
systems, there is no central authority, leading 
to increased fault tolerance and scalability. 
While some of these systems may use technol-
ogies like blockchain, they generally rely on a 
network of nodes that collaborate to tackle 
complex tasks and make decisions.
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Federated Learning (FL) is a machine learning 
concept where models are trained on distrib-
uted devices without sensitive data leaving 
these devices. After the AI models have been 
trained locally, all updates are aggregated and 
processed into an improved global model. A 
central or distributed AI system can be used for 
the aggregation and calculation of the global 
model.

Personalized Federated Learning (PFL) is an 
extension of Federated Learning, where the 
trained model is based not only on common 
data but also on individual data of the partici-
pants to deliver personalized results. This 
allows for finer adjustment to the specific 
needs or preferences of individual users.

Edge devices are devices at the edge of a net-
work that often perform data processing tasks 
locally, rather than sending them to central 
servers. These devices, such as smartphones, 
IoT devices, or local servers, perform data anal-
ysis and processing close to the data source, 
which reduces latency and increases efficiency. 
Edge computing plays a significant role in dis-
tributed AI systems and the Internet of Things 
(IoT).
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This report discusses a vision of the European AI ecosystem that offers 
an effective alternative to existing centralized data paradigms. At its core 
stands the integration of blockchain-based data marketplaces and feder-
ated learning to enable privacy-compliant approaches to AI training. Spe-
cial attention is given to supporting startups and SMEs in fully harnessing 
the potential of AI and blockchain, and adapting training methods to the 
specific data structures of these companies. 

The report emphasizes the importance of strengthening Europe's techno-
logical sovereignty in the age of Artificial Intelligence and presents practi-
cal solutions for realizing "AI Made in Europe."
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